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Drell-Yan lepton pairs are produced in the process pp̄ → µ+µ−+X through an intermediate γ∗/Z
boson. The lepton angular distributions are used to provide information on the electroweak-mixing
parameter sin2 θW via its observable effective-leptonic sin2 θW , or sin2 θlept

eff . The effective-leptonic

sin2 θlept

eff is derived from a measurement of the forward-backward asymmetry in the polar angle
distribution of µ+µ− pairs as a function of its mass. The measurement sample, taken by the
Collider Detector Facility (CDF) at the Fermilab Tevatron, corresponds to 9.2 fb−1 of integrated

luminosity from pp̄ collisions at a center-of-momentum energy of 1.96 TeV. The value of sin2 θlept

eff

is found to be 0.2315 ± 0.0009. Within the specified context of the standard model, this results in
sin2 θW = 0.2233 ± 0.0008. This corresponds to a W -boson mass of 80.365 ± 0.044 GeV/c2 in the
on-shell scheme, which is in agreement with previous determinations in electron-position collisions
and at the Tevatron collider.

PACS numbers: 12.15.Lk, 13.85.Qk, 14.70.Hp

I. INTRODUCTION

The angular distribution of charged leptons (l±)
from the Drell-Yan [1] process is used to measure the
electroweak-mixing parameter sin2 θW [2]. At the Teva-
tron, Drell-Yan pairs are produced by the process pp̄ →
l+l− + X , where the l+l− pair is produced through an
intermediate γ∗/Z boson, and X is the hadronic final
state associated with the production of the boson. In the
standard model, the Drell-Yan process at the Born level
is described by two parton-level amplitudes:

qq̄ → γ∗ → l+l−, and

qq̄ → Z → l+l−.

The fermions (f) couple to the virtual photon via a vec-
tor coupling, Qfγµ, where Qf is the fermion charge (in
units of e). The fermion coupling to Z bosons con-
sists of both vector (V ) and axial-vector (A) couplings:

gf
V γµ + gf

Aγµγ5. The Born-level couplings are

gf
V = T f

3 − 2Qf sin2 θW

gf
A = T f

3 ,

where T f
3 is the third component of the fermion weak

isospin. The sin2 θW parameter is related to the W -boson
mass MW , and the Z-boson mass MZ , by the relation-
ship sin2 θW = 1 −M2

W /M2
Z . These couplings have been

investigated both at the Tevatron [3–5], and at LEP-1
and SLD [6].

In this article, the effective-leptonic sin2 θW , or

sin2 θlept
eff , is derived from a measurement of the forward-

backward asymmetry in the l− polar angle as a func-
tion of the lepton-pair mass. Section II provides an
overview of the lepton angular distributions and the ex-

traction of sin2 θlept
eff . Section III discusses QCD calcula-

tions for the forward-backward asymmetry, and the in-

corporation of electroweak radiative-correction form fac-
tors for high-energy e+e− collisions into the calculations.
Section IV describes the experimental apparatus. Sec-
tion V reports on the selection of muons and muon pairs
for the measurement of the forward-backward asymme-
try. Section VI describes the simualtion of the recon-
structed data. Section VII presents the measurement
of the asymmetry and the techniques and corrections
to both the data and simulation for the measurement.
Section VIII describes the method used to extract the
effective-leptonic sin2 θW , or sin2 θlept

eff . Section IX de-
scribes the systematic uncertainties. Finally, Sec. X
gives the results, and Sec. XI the summary. The units
~ = c = 1 are used for equations and symbols, but stan-
dard units are used for numerical values.

II. LEPTON ANGULAR DISTRIBUTIONS

The angular distribution of leptons in the boson rest
frame is governed by the polarization state of the γ∗/Z
boson. In amplitudes at higher order than tree level,
initial-state QCD interactions of the colliding partons im-
part transverse momentum, relative to the collision axis,
to the γ∗/Z boson. This affects the polarization states.

The polar and azimuthal angles of the l− in the rest
frame of the boson are denoted as ϑ and ϕ, respectively.
For this analysis, the ideal positive-z axis coincides with
the direction of the incoming quark so that ϑ parallels
the definition used in e+e− collisions at LEP [6]. This
frame is approximated by the Collins-Soper (CS) rest
frame [7] for pp̄ collisions. The CS frame is reached from
the laboratory frame via a Lorentz boost along the labo-
ratory z axis into a frame where the z component of the
lepton-pair momentum is zero, followed by a boost along
the transverse momentum of the pair. The transverse
momentum (PT) in a reference frame is the magnitude
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of momentum transverse to the z axis. Within the CS
frame, the z axis for the polar angle is the angular bisec-
tor between the proton direction and the negative of the
anti-proton direction. The x axis for the azimuthal angle
is the direction of the lepton-pair PT. At PT = 0, the CS
and laboratory coordinate systems are the same, and if
the incoming quark of the Drell-Yan parton amplitude is
from the proton, the z axis and quark directions coincide.

The general structure of the Drell-Yan lepton angu-
lar distribution in the boson rest frame consists of nine
helicity cross sections [8],

dN

dΩ
∝ (1 + cos2 ϑ) +

A0
1

2
(1 − 3 cos2 ϑ) +

A1 sin 2ϑ cosϕ +

A2
1

2
sin2 ϑ cos 2ϕ +

A3 sin ϑ cosϕ +

A4 cosϑ +

A5 sin2 ϑ sin 2ϕ +

A6 sin 2ϑ sinϕ +

A7 sin ϑ sinϕ . (1)

The A0−7 coefficients are cross section ratios, and are
functions of the boson kinematic variables. They van-
ish at PT = 0, except for the electroweak part of A4

responsible for the forward-backward l− asymmetry in
cosϑ. The A5−7 coefficients appear at second order in
the QCD strong coupling, αs, and are small in the CS
frame [8]. Hereafter, the angles (ϑ, ϕ) and the angular
coefficients A0−7 are specific to the CS rest frame.

The A4 cosϑ term is parity violating, and is due to vec-
tor and axial-vector current amplitude interference. Its
presence adds an asymmetry to the ϕ-integrated cosϑ
cross section. Two sources contribute: the interference
between the Z-boson vector and axial-vector amplitudes,
and the interference between the photon vector and Z-
boson axial-vector amplitudes. The asymmetric compo-
nent from the γ-Z interference cross section is propor-

tional to gf
A. The asymmetric component from Z boson

self-interference has a coupling factor that is a product

of gf
V /gf

A from the lepton and quark vertices, and thus is

related to sin2 θW . At the Born level, this product is

(1 − 4|Ql| sin2 θW ) (1 − 4|Qq| sin2 θW ),

where l and q denote the lepton and quark, respectively.
For the Drell-Yan process, the quarks are predominantly
light quarks: u, d, or s. As sin2 θW ≈ 0.223, the cou-
pling factor has an enhanced sensitivity to sin2 θW at
the lepton-Z vertex. A 1% variation in sin2 θW changes
the lepton factor (containing Ql) by ≈ 8%, while the
quark factor (containing Qq) changes by ≈ 1.5% for the
u quark, and ≈ 0.4% for the d and s quarks. Loop and
vertex electroweak-radiative corrections are multiplica-
tive form-factor corrections to the couplings that change
their value by a few percent.

For the description of the Drell-Yan process, the ra-
pidity, transverse momentum, and mass of a particle
are denoted as y, PT, and M , respectively. The energy
and momentum of particles are denoted as E and P , re-
spectively. In a given coordinate frame, the rapidity is
y = 1

2 ln[ (E +Pz)/(E−Pz) ], where Pz is the component
of momentum along the z axis of the coordinate frame.

The l− forward-backward asymmetry in cosϑ is de-
fined as

Afb(M) =
σ+(M) − σ−(M)

σ+(M) + σ−(M)
=

3

8
A4(M) , (2)

where M is the lepton pair mass, σ+ is the total cross
section for cosϑ ≥ 0, and σ− is the cross section for

cosϑ < 0. The sin2 θlept
eff parameter is derived from the

experimental measurement of Afb(M) and predictions of
Afb(M) for various input values of sin2 θW . The predic-
tion that best describes the measured Afb(M) provides

the derived value of sin2 θlept
eff . Electroweak and QCD

radiative corrections are included in the predictions of
Afb(M). The QCD predictions for Afb(M) contain an
implementation of electroweak radiative corrections de-
rived from an approach adopted at LEP [9].

III. ENHANCED QCD PREDICTIONS

Drell-Yan process calculations with QCD radiation do
not typically include the full electroweak-radiative cor-
rections. However, the QCD, quantum electrodynamic
(QED), and weak corrections can be organized to be in-
dividually gauge invariant so that they can be applied
separately and independently.

QED radiative corrections with photons in the final
state are not included in the calculation of the Afb. In-
stead, they are applied in the physics and detector simu-
lation of the Drell-Yan process used in the measurement
of Afb. For the process qq̄ → l+l−, QED final-state ra-
diation is most important, and is included. The effects
of QED radiative corrections are removed from the mea-
surement of Afb.

The Drell-Yan process and the production of quark
pairs in high energy e+e− collisions are analog processes:
qq̄ → e+e− and e+e− → qq̄. At the Born level, the
process amplitudes are of the same form except for the
interchange of the electron and quark labels. Electroweak
radiative corrections, calculated and extensively used for
precision fits of LEP-1 and SLD measurements to the
standard model [6], can be applied to the Drell-Yan pro-
cess.

In the remainder of this section, the technique used
to incorporate independently calculated electroweak ra-
diative corrections for e+e− collisions into existing QCD
calculations for the Drell-Yan process is presented.
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A. Electroweak radiative corrections

The effects of electroweak radiative corrections are in-
corporated into Drell-Yan QCD calculations via form
factors for fermion-pair production in e+e− collisions,
e+e− → Z → f f̄ . The form factors are calculated by
zfitter 6.43 [9], which is used with LEP-1 and SLD
measurement inputs for standard-model tests [6]. It is
a semi-analytical calculation for fermion-pair production
and radiative corrections for high-energy e+e− collisions.
The set of radiative corrections in each form factor is
gauge invariant. Thus it includes W -boson loops in
the photon propagator and Z propagators at fermion-
photon vertices. Consequently, the weak and QED cor-
rections are separately gauge invariant. The renormaliza-
tion scheme used by zfitter is the on-shell scheme [10],
where particle masses are on-shell, and

sin2 θW = 1 − M2
W /M2

Z (3)

holds to all orders of perturbation theory by definition.
Since the Z-boson mass is accurately known (to ±0.0021
GeV/c2 [6]), the inference of sin2 θW is equivalent to an
indirect W -boson mass measurement.

Form factors calculated by zfitter are stored for later
use in QCD calculations. The specific standard-model as-
sumptions and parameters used in the form-factor calcu-
lation are presented in Appendix A. The calculated form
factors are ρeq, κe, κq, and κeq, where the label e denotes
an electron, and q a quark. As the calculations use the
massless-fermion approximation, the form factors only
depend on the charge and weak isospin of the fermions.
Consequently, the stored form factors are distinguished
by three labels: e (electron type), u (up-quark type),
and d (down-quark type). The form factors are complex
valued, and functions of the sin2 θW parameter and the
Mandelstam s variable of the e+e− → Z → f f̄ process.
The first three form factors are important. They modifiy

the Born-level gf
A and gf

V couplings:

gf
V → √

ρeq (T f
3 − 2Qfκf sin2 θW ), and

gf
A → √

ρeq T f
3 ,

where f = e or q.
The combination κf sin2 θW , called an effective-mixing

parameter, is directly accessible from measurements of
the asymmetry in the cosϑ distribution. However, nei-
ther the sin2 θW parameter nor the form factors can be
inferrred from experimental measurements without the
standard model. The effective-mixing parameters are de-
noted as sin2 θeff to distinguish them from the on-shell
definition of sin2 θW (Eq. (3)). The Drell-Yan process
is most sensitive to the parameter sin2 θeff of the lep-
ton vertex, or κe sin2 θW , which is commonly denoted

as sin2 θlept
eff . At the Z pole, κe is independent of the

quark type. For comparisons with other measurements,

the value of sin2 θlept
eff at the Z pole Re κe(sZ) sin2 θW

(sZ = M2
Z), is used.

B. QCD calculations

The Drell-Yan QCD calculations are improved by in-
corporating the zfitter form factors into the process
amplitude. This provides an enhanced Born approxima-
tion (EBA) to the electroweak terms of the amplitude.
The QED photon self-energy correction is included as
part of the EBA. The photon amplitude influences the
shape of Afb away from the Z pole via its interference
with the axial-vector part of the Z amplitude. The γ-
Z interference, whose cross section is proportional to
(s−M2

Z), begins to dominate the total-interference cross
section away from the Z pole. As it dilutes measurements
of sin2 θeff , photonic corrections are also included.

The zfitter form factors, ρeq, κe, and κq are inserted

into the Born gf
A and gf

V couplings for the Drell-Yan pro-
cess. Complex-valued form factors are used in the ampli-
tude. Operationally, only the electroweak-coupling fac-
tors in the QCD cross sections are affected. The standard
LEP Z-boson resonant line shape is used. The total-
decay width calculated with zfitter is also used.

A leading-order (LO) QCD or tree calculation of Afb for
the process, pp̄ → γ∗/Z → l+l−, is used as the baseline
EBA calculation with zfitter form factors. It is used
to provide a reference for the sensitivity of Afb to QCD
radiation. The CT10 [11] next-to-leading-order (NLO)
parton distribution functions (PDF) provide the incom-
ing parton flux used in all QCD calculations discussed in
this section except where specified otherwise.

Two NLO calculations, resbos [12] and the powheg-

box framework [13], are modified to be EBA-based QCD
calculations. For both calculations, the boson P 2

T distri-
bution is finite as P 2

T vanishes. The resbos calculation
combines a NLO fixed-order calculation at high boson-PT

with the Collins-Soper-Sterman resummation formalism
[14] at low boson-PT, which is an all-orders summation
of large terms from gluon emission. The resbos calcula-
tion uses CTEQ6.6 [15] NLO PDFs. The powheg-box

is a fully unweighted partonic-event generator that imple-
ments Drell-Yan production of l+l−-pairs at NLO. The
NLO production implements a Sudakov form factor that
controls the infrared diverence at low PT, and is con-
structed to be interfaced with parton showering to avoid
double counting. The pythia 6.41 [16] parton-showering
algorithm is used to produce the final hadron-level event.

The resbos and powheg-box NLO calculations are
similar and consistent. The resbos calculation is chosen
as the default EBA-based QCD calculation of Afb with
various input values of sin2 θW . As the powheg-box

NLO program has a diverse and useful set of calculation
options, it is used to estimate QCD systematic uncer-
tainties.

IV. THE EXPERIMENTAL APPARATUS

The CDF experimental apparatus is a general-purpose
detector [17] at the Fermilab Tevatron pp̄ collider whose
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center-of-momentum (cm) energy is 1.96 TeV. The pos-
itive z-axis is directed along the proton direction. For
particle trajectories, the polar angle θcm is relative to the
proton direction and the azimuthal angle φcm is oriented
about the beamline axis with π/2 being vertically up-
wards. The component of the particle momentum trans-
verse to the beamline is PT = P sin θcm. The pseudo-
rapidity of a particle trajectory is η = − ln tan(θcm/2).
Detector coordinates are specified as (ηdet, φcm), where
ηdet is the pseudorapidity relative to the detector center
(z = 0).

The central charged-particle tracking-detector
(tracker) is a 3.1 m long, open-cell drift chamber [18]
that radially extends from 0.4 to 1.4 m. Between the
Tevatron beam pipe and the central tracker is a 2 m long
silicon vertex-tracker [19]. Both trackers are immersed
in a 1.4 T axial magnetic field. Outside the central
tracker is a central barrel calorimeter [22, 23] that covers
the region |ηdet| < 1.1. The forward end-cap regions are
covered by the end-plug (“plug”) calorimeters [24–26]
that cover the regions 1.1 < |ηdet| < 3.5.

The muon detectors are outer charged-particle trackers
that are positioned behind hadron absorbers. The pri-
mary absorbers are the calorimeters. There are four sep-
arate detectors, labeled CMU, CMP, CMX, and BMU.
The CMU muon detector [27], located just beyond the
central barrel calorimeter, has a cylindrical geometry,
and covers the region |ηdet| < 0.6. The central calorime-
ter provide approximately 5.5 pion absorption lengths of
shielding. The CMP muon detector shadows the CMU
detector and covers the same region, |ηdet| < 0.6. It has
a rectangular geometry, and there is an additional 2.3
pion absorption lengths of shielding between the CMP
and CMU detectors. The CMX muon detectors cover
the regions 0.6 < |ηdet| < 1, and are located behind
approximately 6.2 pion absorption lengths of shielding.
The BMU muon detectors cover the forward regions
1 < |ηdet| < 1.5, and are situated behind at least 6.2
pion absorption lengths of shielding.

V. DATA SELECTION

The data set, collected over 2002-2011, consists of
9.2 fb−1 of pp̄ collisions at a center-of-momentum energy
of 1.96 TeV. Section VA reports on the online selection
of events for the Afb measurement. Section VB describes
the offline selection of muon candidates, and Sec. VC the
selection of muon pairs.

A. Triggers

Muon candidates used in this analysis are selected from
two online triggers: cmup 18 and cmx 18. These selec-
tions require at least one muon candidate in the event
to be in the region |ηdet| < 1. The cmup 18 selection
accepts muon candidates with a PT > 18 GeV/c track in

the central tracker that is matched to tracks in both the
CMU and CMP muon detectors. The cmx 18 selection
accepts muon candiates with a PT > 18 GeV/c track in
the central tracker that is matched to a track in the CMX
muon detector.

B. Muon Selection

The offline muon selection criteria is more stringent
than the online criteria. The selection begins with a
charged-particle track candidate (track) in the central
tracker. The track is extrapolated through the calorime-
ters and into the muon detectors for association with
independent tracks (stubs) reconstructed in the muon
detectors. The selection is based on the track quality,
energy deposition in the calorimeters, and the track-to-
stub matching. The energy deposition in the calorime-
ters must be consistent with that of a minimum ionizing
particle. The track-stub matching is applied only if the
track extrapolates into a fiducial region of a muon de-
tector. The selection criteria used [17] are stringent and
delivers high quality muon candidates.

The category of muon candidates with associated stubs
in a muon detector are denoted with these labels: CMUP,
CMU, CMP, CMX, and BMU. For the CMUP category,
the track extrapolation has matching stubs in both the
CMP and CMP detectors. The CMU category has a
matching stub in the CMU detector but not the CMP.
The CMP category has a matching stub in the CMP
detector but not the CMU; this category is rare. The
CMX and BMU categories have matching stubs in the
CMX and BMU muon detectors, respectively.

As the CDF muon detectors have gaps in their cov-
erage, muon candidates without associated stubs in a
muon detector are also used. They consist of tracks ex-
trapolating into muon-detector non-fiducial regions, and
fiducial tracks without matching stubs. This category
is denoted as CMIO (minimum ionizing category). The
muon candidate is only required to satisify the track qual-
ity and minimum ionziation energy loss requirement in
the calorimeters.

The acceptance of muon candidates is limited by the
geometrical acceptance of the central tracker, whose ac-
ceptance of tracks is flat up to |η| ∼ 1.1 then falls rapidly
and vanishes at |η| ∼ 1.5. In the |η| > 1.1 region, track
quality requirements for BMU category muons are re-
laxed. However, track quality requirements for CMIO
muons which have no associated muon detector stubs are
kept stingent.

C. Muon Pair Selection

Events are required to contain two muon candidates.
The kinematic and fiducial acceptance region for muons
and muon pairs used in the Afb measurement are listed
below.
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TABLE I. The number of events after background subtraction
for the various muon-pair topologies.

Muon 1 Muon 2 Events
CMUP CMUP 43 900.0
CMUP CMX 69 704.0
CMUP CMU 18 651.7
CMUP CMIO 50 121.8
CMUP BMU 15 773.9
CMX CMX 26 316.5
CMX CMU 14 359.7
CMX CMIO 30 752.1
CMX BMU 6 822.8
CMUP+CMX CMP 447.7

1. Muon kinematics and fiducial regions

• PT > 20 GeV/c

• Muon 1: CMUP or CMX category

• Muon 2: any muon category

2. Muon-pair kinematics

• Muon 1 and 2 are oppositely charged

• |y| < 1

• M > 40 GeV/c2

One of the muons, denoted by “Muon 1”, is a CMUP or
CMX category muon that is consistent with the online
selection. As the second muon can be any one of the six
muon categories, there are eleven muon-pair topologies
based on the muon categories. Muon pairs conistent with
the passage of cosmic rays through the detector are re-
jected. The limited acceptance of central tracker restricts
the accepted rapidities of the muon pairs. As there is very
limited acceptance for |y| > 1, the Afb measurement is
only for the kinematic region of |y| < 1.

The numbers of events passing all requirements and af-
ter background subtraction is 276 623. The event count
for the various muon pair topologies is summarized in Ta-
ble I. As the two topologies with CMP-category muons
are rare, they are combined. The backgrounds are from
QCD and the electroweak (EWK) processes of WW ,
WZ, ZZ, tt̄, W+jets, and also Z → τ+τ−. The QCD
background is primarily from dijets where a particle in
a jet has penetrated the shielding. The high-PT muon
sources have at least one real muon. The second muon is
either a real second muon or a fake one. The QCD back-
grounds are estimated with the number of same charge
muon pairs in the sample, and amount to 0.10%. The
EWK backgrounds are derived from pythia [28] sam-
ples with detector simulation, and amount to 0.53%. The
muon-pair mass distribution for the data and the back-
grounds are shown in Fig. 1. Backgrounds are subtracted
in the measurement of Afb.
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FIG. 1. Muon-pair mass distributions. The upper set of
crosses are the background subtracted data, the middle set
of crosses are the EWK backgrounds, and the lower set of
crosses are the SS charge (QCD) events.

VI. DATA SIMULATION

Drell-Yan pair production is simulated using the
Monte Carlo event generator, pythia [28], and CDF II
detector-simulation programs. pythia generates the
hard, leading-order QCD interaction, q+ q̄ → γ∗/Z, sim-
ulates initial-state QCD radiation via its parton-shower
algorithms, and generates the decay γ∗/Z → l+l−. The
CTEQ5L [29] nucleon parton-distribution functions are
used in the QCD calculations. The underlying event
and boson PT parameters are from pythia tune aw

(i.e., pytune 101, which is a tuning to previous CDF
data) [28, 30, 31]. The generator-level PT distribution is
adjusted further so that the shape of the reconstruction-
level, simulated PT distribution is the same as in the
data.

Generated events are processed by the CDF event
and detector simulation. The event simulation includes
photos 2.0 [32, 33], which adds final-state QED radia-
tion (FSR) to decay vertices with charged particles (e.g.
γ∗/Z → µµ). The default implementation of pythia

plus photos (pythia+photos) QED radiation in the
CDF data-simulation infrastructure has been validated
by a previous measurement of sin2 θlept

eff using Drell-Yan
electron pairs [5] for which there is more QED radiation.

The time-dependent beam and detector conditions for
data runs recorded and used for physics analyses are sim-
ulated. The beam conditions simulated are the p and p̄
beamline parameters, the pp̄ luminous region profile, and
the instantaneous and integrated luminosities per run.
The detector conditions simulated are detector compo-
nent calibrations, which include channel gains and mal-
functions. The simulated events are reconstructed, se-
lected, and analyzed as the data.
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VII. THE Afb MEASUREMENT

The Collins-Soper frame angle, cosϑ [7], is recon-
structed using these laboratory-frame quantities: the lep-
ton energies (E), the lepton momenta along the beam line
(Pz), the dilepton mass (M), and the dilepton transverse
momentum (PT). The angle of the negatively-charged
lepton is

cosϑ =
l−+l+− − l−−l++

M
√

M2 + P 2
T

,

where l± = (E ±Pz) and the + (−) superscript specifies
that l± is for the positively- (negatively-)charged lepton.
A similar expression is used for ϕ.

The Afb is measured in 16 mass bins, starting with
M = 50 GeV/c2. This section details the measurement
method, the corrections to the data and the simulation,
and presents the fully corrected measurement. The key
components of the measurement are introduced in the
next two sections: Section VII A describes the newly
developed event-weighting technique used for the mea-
surement, and Section VII B describes the muon momen-
tum and resolution calibration. Section VII C describes
the data-driven corrections applied to the simulated data
that are needed for the measurement. Section VII D de-
scribes the resolution unfolding technique and the corre-
sponding covariance matrix of the unfolded Afb measure-
ment. Section VII E describes the final corrections to the
measurement and presents the fully corrected measure-
ment of Afb.

A. Event-Weighting Method

For measurements, the forward-backward asymmetry
Afb (Eqn. (2)) is typically expressed in terms of the mea-
sured cross section σ = N/(L ǫA), where N the number
of observed events, L is the integrated luminosity, ǫ the
reconstruction efficiency, and A the acceptance within
the kinematic and fiducial restrictions. The expression is

Afb =
N+/(ǫA)+ − N−/(ǫA)−

N+/(ǫA)+ + N−/(ǫA)−
.

The terms N+(−) and (ǫA)+(−) respectively represent the
N and ǫA for cosϑ ≥ 0 (cosϑ < 0). Each muon pair
topology listed in Table I requires separate evaluations
of (ǫA)±. This is extremely difficult to accomplish.

The Afb is measured using a new and simpler tech-
nique: the event-weighting method [34]. The method is
equivalent to measurements of Afb in | cosϑ| bins with
these simplifying assumptions:

• (ǫA)+ = (ǫA)− in each | cosϑ| bin, and

• Eqn. (1) describes lepton angular distributions.

The measurement of Afb within a | cosϑ| bin (A′
fb) only

depends on N±, but there is an angular dependence,

A′

fb =
N+ − N−

N+ + N−
∝ Afb

| cosϑ|
1 + cos2 ϑ + · · · , (4)

where 1 + cos2 ϑ + · · · denotes symmetric terms in Eqn.
(1). As the angular factor is the equivalent of an im-
portance sampling factor, the binned measurements are
reformulated into an unbinned, event-by-event weighted
expression

Afb =
N+

n − N−
n

N+
d + N−

d

. (5)

The N±
n and N±

d terms represent weighted event counts,
and the subscripts n and d signify the numerator and
denominator sums, respectively, which contain the same
events but with different event weights. With the event-
weighting method, the statistical precision of the Afb is
expected to be about 20% better relative to the direct
counting evaluation.

The event weights are functions of the reconstructed
kinematic variables, cosϑ, ϕ, and the muon-pair vari-
ables, M and PT. Only the A0 and A2 terms of Eqn. (1)
are used in the denominator of the angular factor of Eqn.
(4), and the angular coefficients are parameterized with

A0 = A2 =
kP 2

T

kP 2
T + M2

where k is a tuning-factor for the PT dependence of the
A0 and A2 coefficients. For this analysis, k = 1.65. The
inclusion of these angular terms within the event weights
has very little impact on Afb because the bulk of the
events are at low boson PT.

The event-weighting method does not compensate the
following:

• kinematic variable resolution smearing,

• kinematic regions with limited acceptance, and

• detector non-uniformity, (ǫA)+ 6= (ǫA)−.

These require separate and additional compensation.
Resolution smearing effects are unfolded with the aid of
the data simulation. A prerequisite is the accurate cali-
bration of the muon momentum scale and resolution for
both the data and simulated data. For the unfolding to
be accurate, the cosϑ and muon-pair mass distributions
of the simulated data are matched to agree with the data.

After resolution unfolding, the event-weighted Afb can
have small, second-order biases. These biases are cor-
rected using the simulated data. The bias correction is
the difference between the true value of Afb from the un-
derlying events generated by pythia and the simulated
Afb measurement. One potential bias is from the limited
muon-pair acceptance in its rapidity y. The forward-
backward asymmetry has a slight y dependence: There
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FIG. 2. The typical behavior of Afb as a function of the
lepton-pair mass. The vertical line is at M = MZ .

is a modest increase in Afb with increasing |y| for |y| ∼ 1
and above. In regions of very limited or no acceptance,
the event-weighted Afb contains little or no contributions
from those regions. This is the reason for the kinematic
acceptance restriction of |y| < 1 specified in Sec. VC.
Another potential bias is from detector non-uniformity:
(ǫA)+ 6= (ǫA)−.

B. Muon Momentum Calibration

The typical behavior of Afb as a function of the lep-
ton pair mass is shown in Fig. 2. With momentum
mis-calibrations, an event produced at mass M with the
asymmetry Afb(M) is associated a different mass M ′.
The measured Afb(M ′) becomes biased because of this
systematic dilution. The correct calibration of the muon
momentum is critical for the measurement of Afb(M).

The momentum calibration procedure is adapted from
a technique developed for CMS [35]. The CMS tracker is
split into regions of (η, φ). For each region, track curva-
ture corrections are determined. They are the curvature
scale correction to

∫

B · dl and the tracking alignment
offset, which are denoted by 1 + s and o, respectively.
The corrections are the same for positively and nega-
tively charged particles. For an input track curvature
C, the corrected curvature is (1 + s)C + o. In the fol-
lowing discussion, the curvature C is synonymous to the
charge-signed 1/PT of a track.

The calibration sample consists of oppositely-charged
muon pairs from the Z-boson region. The muons in the
sample are binned according to their (η, φ) trajectories,
which for CMS is the same as a tracker (η, φ) region.
The charge-signed 1/PT for the µ± is denoted by C±,
and these distributions in each bin have sharp peaks. The
peaks get narrower as the Z-boson mass selection window
is made smaller. The calibration method requires a sin-

gle distinct peak in the C± distributions. The locations
of these peaks are calibrated against simulated Drell-Yan
muon-pair events that pass the calibration sample selec-
tion criteria. The calibration ansatz is that the 1+ s and
o parameters map the peaks for C± onto the true posi-
tions predicted by the simulation. The true location of
the peaks (the truth) is the generator level charge-signed
1/PT of the µ± after QED FSR, and they are denoted by
C±

true. Thus, the calibration constraints for s and o are
given by

C+
true = (1 + s)C+ + o

C−

true = (1 + s)C− + o .

The calibration sample for this analysis uses muon
pairs in the Z-boson region of 76 < M < 106 GeV/c2.
There are 262 thousand events in the sample, with very
little background. The muons are binned using their
(η, φ) trajectories: eight fixed-width φ bins and eight
variable width η bins. The η bins span the region of
−1.6 to 1.6, with bin boundaries of −1, 6, −1.0, −0.6,
−0.3, 0.0, 0.3, 0.6, 1.0, and 1.6. Unlike the LHC, the
Tevatron pp̄ collider has a broad luminous region along
the beam line (30 cm rms). Consequently, the curvature
peaks in many of the high η bins are not distinct. These
bins contain significant numbers of both same-side (SS)
and opposite-side (OS) muon pairs. The SS pairs have
η1η2 ≥ 0, where the subscript 1 (2) denotes Muon 1 (2).
The OS pairs have η1η2 < 0. The peak of the 1/PT distri-
bution of SS muon-pairs is closer to zero than OS pairs.
Therefore muons in all (η, φ) bins are further partitioned
into SS and OS bins.

The momentum scale calibration is iterative because
the s and o calibration parameters affect the shape and
location of the peaks. For the high η bins, the calibration
accuracy is no better than 1% due to the limited number
of calibration events. After the third iteration with cur-
vature peaks, the more well defined Z-boson peak within
the muon-pair mass distribution determines the s and
o calibration parameters. The final three iterations use
the mass peaks. For the calibration using the muon-pair
mass peaks, one muon is selected as the tag leg which de-
termines the bin. The second muon leg can be anywhere.

The momentum scale calibration is applied to both
the data and simulated data. Bins that are perfectly cal-
ibrated have the correction values s = 0 and o = 0. The
corrections for the data are much larger than those for
the simualted data. In addition, corrections for the high
|η| bins are also larger than those for the central region
bins. For the data, the rms of the scale correction (s)
from the 128 calibration bins is 0.4%. The correspond-
ing rms for the alignment offset correction (o) is 0.0003,
or 1.3% at PT = 42 GeV/c. The calibration of both the
data and simulated data sets their absolute momentum
scales to the common scale of the generator level Ctrue

(after QED FSR).
The momentum resolution for the simulated data is

calibrated to the momentum resolution of the data after
the scale calibrations. The resolution calibration uses the
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initial curvature of the simulated data, C. The bias of
this curvature relative to its true value for each event is

∆Ctrue = Ctrue − C .

The resolution is modified by changing the amount of
bias on an event-by-event basis with the parameter f ,

C′ = C − f ∆Ctrue ,

where C′ is the new curvature. Relative to the original
C distribution, the rms of the C′ distribution is changed
by the factor 1 + f . This method is inappropriate for
large values of f . The mass distributions of muon pairs
in the 86 − 96 GeV/c2 region of the data and simulated
data are used to determine f . The value which provides
the best match to the data is +0.15, and the χ2 of the
simulated-data to data comparison is 68 over 79 bins.

The momentum scale and resolution calibrations de-
pend on the agreement between the simulated data and
data distributions for the muon PT and pair mass. The
full results of the momentum scale and resolution cali-
bration are presented in the next section which describes
the data-driven corrections to the simulation.

C. Data Simulation Corrections

The data simulation presented in Sec. VI does not de-
scribe the data accurately enough for the Afb measure-
ment. Additional corrections applied to the simulated
data are described in this section. All corrections are
scale factors, or event weights, that are applied to sim-
ulated events. Both the data and simulated data are
organized into 39 time periods for calibration purposes.

The first set of corrections are event-wide corrections.
The event selections described in Sec. V are applied to
both the data and simulated data. The number of events
in each muon-pair topology (Sec. VC) is adjusted period-
by-period to match the data. This adjustment contains
corrections to the integrated luminosity, the trigger ef-
ficiency, and global reconstruction efficiencies for each
muon-pair topology. The distributions of the number of
pp̄ collision vertices in each event (nVtx) and the location
of these vertices along the beam-line (zVtx) changed sig-
nificantly with improvements to the Tevatron collider.
These distributions are inadequately simulated. The
nVtx distibution is corrected on a period-by-period ba-
sis. The zVtx correction is split into a smaller set of seven
correction blocks.

The momentum scale calibration described in the pre-
vious section is applied to both the data and the simu-
lated data. The momentum resolution of the simulated
data then is adjusted to match the resolution of the data.
After these calibrations, the muon-pair mass distribution
of the simulated data is in good agreement with the data.
The mass distributions are shown in Figs. 3 and 4. The
muon PT distributions are shown in Figs. 5 and 6.

As the Collins-Soper cosϑ distribution is important
for corrections to the Afb measurement, the simulated
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FIG. 3. Calibrated muon-pair mass distributions. The crosses
are the background-subtracted data, and the solid histogram
is the simulation.
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 (GeV/c)
T

Leading muon P
20 30 40 50 60 70 80 90 100

2
E

ve
nt

s 
/ 0

.5
 G

eV
/c

0

2000

4000

6000

8000

10000
-1CDF Run II Preliminary, L = 9 fb

Background Subtracted Data
Simulation: PYTHIA+PHOTOS
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and the solid histogram is the simulation.
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FIG. 7. The adjusted cos ϑ distribution. The crosses are the
background-subtracted data, and the solid histogram is the
simulation.

cosϑ distribution is adjusted to improve its agreement
with the data. The adjustments, determined for eight
muon-pair mass bins whose boundaries are aligned with
those used in the measurement, are determined from the
ratios of the data to simulated-data cosϑ distributions.
These ratios are described well by the symmetric func-
tion p0 + p2 cos2 ϑ, where p0 and p2 are parameters. The
parametrized ratios are normalized to preserve the event
count for the mass bin and used as the adjustments. The
adjustment for the bin containing the Z-pole is uniform
in cosϑ. In bins away from the Z-pole, the adjustments
redistribute events from the periphery of the cosϑ distri-
bution to its center (cosϑ ∼ 0), but do not change the
intrinsic asymmetries. With increasing distances of the
mass bin from the Z-pole, the redistributions increase,
but are under 5%. The cosϑ distribution after the ad-
justments is shown in Fig. 7. The default ϕ distribution
is adequate and is shown in Fig. 8.
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FIG. 8. The observed ϕ distribution. The crosses are the
background-subtracted data, and the solid histogram is the
simulation.
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FIG. 9. The raw Afb measurement in bins of the muon-pair
mass. The red crosses are for the data, and the blue crosses
are for the simulated data. Only statistical uncertainties are
shown. For the simulated data, the uncertainties represent
the full precision of the simulation. The green histogram is
the prediction from pythia for |y| < 1 (before QED FSR).

D. Resolution Unfolding

After the calibrations and corrections to the data and
simulated data, the raw Afb is measured in bins of the
muon-pair mass with the event-weighting method. The
measurement is shown in Fig. 9. The event-weighting
method provides a first order acceptance correction, but
without resolution unfolding.

Resolution unfolding uses the event transfer matrices
from the simulation, denoted by n̄gr. They are the num-
ber of selected events that are generated in the muon-pair
(M, cosϑ) bin g and reconstructed in the (M, cosϑ) bin
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r. Sixteen mass bins are defined. Their boundaries are:
50, 80, 82, 84, 86, 88, 89, 90, 91, 92, 93, 94, 96, 98, 100,
102, and 1000 GeV/c2. The 50–80 and 102–1000 GeV/c2

bins are referenced as the underflow and overflow bins,
respectively. The forward-backward asymmetry has two
angular states cosϑ ≥ 0 (+) and cosϑ < 0 (−). Opera-
tionally, 32×32 square transfer matrices for a 32-element
state vector are implemented. The first 16 elements of
the vector are the mass bins for the + angular state, and
the remaining 16 elements are for the − angular state.

The simulation predicts significant mass-bin to mass-
bin event migration when the produced and reconstucted
angular states are the same. There is very little migration
of events from one angular state to the other. As the in-
tegrated luminosity of the simulation is normalized to the
integrated luminosity of the data, the transfer matrices
provide properly normalized estimates of event migration
between bins. An estimator to the true unfolding matrix
is Ūgr = n̄gr/N̄r, where N̄r =

∑

g n̄gr is the expected
total number of weighted events reconstructed in bin r.

The 32-element state vector for N̄r is denoted as ~Nr, and
the matrix Ūgr by U . The estimate for the resolution

unfolded state vector of produced events is ~Ng = U · ~Nr.
The simulation is data driven for the accuracy of U .

For the event-weighting method, there are two trans-
fer matrices that correspond to the weighted event counts
Nn and Nd of Eqn. (5), and thus two separate unfolding
matrices U and two separate event-weighted measure-

ments of ~Nr. They are used to estimate the two resolu-

tion unfolded ~Ng vectors from which Afb is derived. The
measurements of Afb for the 16 mass bins are collectively

denoted by ~Afb.
The covariance matrix of the Afb measurement is calcu-

lated using the unfolding matrices, the expectation values

of ~Nr and ~Afb from the simulation, and their fluctuations

over an ensemble. The per-experiment flucutation to ~Ng

is U · ( ~Nr + δ ~Nr), where δ ~Nr represents a fluctuation

from the expectation ~Nr. The variation δ ~Afb resulting

from the ~Ng fluctuation is ensemble averaged to obtain
the covariance matrix

Cov lm = 〈 (δ ~Afb)l(δ ~Afb)m 〉 .

Each element i of ~Nr receives independent normally dis-

tributed fluctuations with an rms2 of N̄i. The two ~Nr

vectors, the numerator vector and the denominator vec-
tor, have correlations. Element i of the numerator and
denominator vectors contain the same events; the only
difference is that they have different event weights. To
include this correlation, the event-count variations of el-

ement i of the numerator and denominator δ ~Nr vectors
are based on the same fluctuation from a normal distri-
bution with a unit rms.

The covariance matrix Cov is expanded and inverted
to the error matrix using matrix singular value decompo-
sition (SVD) methods. As the covariance matrix is real
valued and a square 16 × 16 matrix, its eigenvalues and
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FIG. 10. The muon-pair y distribution. The crosses are the
background-subtracted data and the histogram is the simu-
lated data. The upper curve is the (arbitrarily normalized)
shape of the underlying rapidity distribution from pythia.

eignevectors are components of the SVD expansion of the
covariance matrix and the error matrix:

Cov =
∑

n

σn (~vn~vn) and

Cov
−1 =

∑

n

σ−1
n (~vn~vn) ,

where σn and ~vn are the eigenvalues and eigenvectors of
Cov, respectively. The two side-by-side vectors repre-
sents a vector projection operator (rank 1 matrix).

The covariance matrix has several eigenvalues with
very small values. They can be interpreted as simula-
tion noise. While their terms contribute very little to
the structure of the covariance matrix, they completely
dominate the error matrix. Consequently, comparisons
between the Afb measurement and predictions that use
the error matrix are unstable. An SVD method to atten-
uate this instablility is used, and presented in Sec. VIII.

E. Event-Weighting Bias Correction

Even after resolution unfolding, the event-weighted Afb

can have second-order acceptance and reconstruction ef-
ficiency biases. The most significant are the measure-
ment biases from regions of limited or vanishing bo-
son acceptance (|y| ∼ 1), and detector non-uniformities
((ǫA)+ 6= (ǫA)−). The limited rapidity acceptance of
muon pairs is shown in Fig. 10.

The bias is defined as the difference between the true
value of Afb calculated from the underlying events gen-
erated by pythia and the simulation estimate. The esti-
mate is the event-weighted simulated data Afb after res-
olution unfolding. Kinematic distributions of the simu-
lated data that are important for the unfolding matrix
are adjusted to agree with the data, but the adjustments
exclude terms linear in the cosϑ kinematic variable; the
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bias is relative to the intrinsic asymmetry of the simula-
tion. The bias is a mass-bin by mass-bin additive correc-
tion to the unfolded Afb measurement, and is shown in
Fig. 11. The fully corrected measurement of Afb, which
includes the bias correction, is shown in Fig. 12.

VIII. EXTRACTION OF sin2 θlept

eff

The EWK mixing parameter sin2 θlept
eff (sin2 θW ) is ex-

tracted from the Afb measurement presented in Fig. 12
using a series of Afb templates calculated using differ-
ent values of sin2 θW . Three EBA-based calculations

are used: LO (tree), resbos NLO, and powheg-box

NLO. For the EBA electoweak form-factor calculations,
the weak-mixing parameter is sin2 θW .

The Afb measurement is directly sensitive to the
effective-mixing parameters sin2 θeff which are combina-
tions of the form factors and sin2 θW (Sec. III A). The
Drell-Yan Afb is most sensitive to the effective-leptonic

sin2 θlept
eff . While the extracted value of the effective-

mixing parameters are independent of the details of the
EBA model, the interpretation of the best-fit sin2 θW and
its corresponding form factors are dependent on the de-
tails of the EBA model.

The measurement and templates are compared using
the χ2 statistical measure evaluated with the Afb mea-
surement error matrix. A regularization term is added
to the eigenvalue coefficients of the SVD expansion of
the error matrix to attenuate the contributions of noise
terms with small eigenvalues. The statistical uncertain-
ties of the bias correction and the template calculation
are used as uncorrelated regularization terms. Each un-
certainty is projected onto the eigenvector basis of the
covariance matrix then applied in quadrature as regular-
ization terms:

σn → σn +
∑

i

(~vn)2i ∆
2
i

where ∆i is the uncertainty for mass bin i, and σn and
~vn are the eigenvalue and eigenvector, respectively, of
the covariance matrix basis vector n. Within the basis
of the diagonal error matrix, all additional uncertainties
are combined in quadrature with the measurement un-
certainty.

Each template provides a scan point for the χ2 func-
tion: (sin2 θW , χ2(sin2 θW )). The scan points are fit to a
generic χ2 functional form:

χ2(sin2 θW ) = χ̄2 + (sin2 θW − sin
2
θW )2/σ̄2 ,

where χ̄2, sin
2
θW , and σ̄ are parameters. The sin

2
θW

parameter is the extracted (best-fit) value of sin2 θW and
σ̄ the corresponding measurement uncertainty. The χ̄2,
relative to 16 mass bins, is the χ2 goodness-of-fit for the
extracted value.

The χ2 distribution of the scan over templates from
the resbos NLO calculation is shown in Fig. 13. The
resbos EBA-based NLO QCD calculations of Afb gives
the default extracted value of sin2 θW . The results of the
template scans are summarized in Table II. Included in
the table for comparison are two other measurements:
the CDF 2.1 fb−1 ee-pair A4 result [5], and standard
model Z-pole fits from LEP-1 and SLD [6].

IX. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties on the measurement

of the effective-leptonic sin2 θlept
eff and the inference of

sin2 θW (or MW ) contain contributions from both the
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TABLE II. Summary of the extracted values of sin2 θlept

eff

(sin2 θW ) for the various EBA-based QCD templates. The
uncertainties of the template scans are statistical only. Also
included are other measurements.

Template sin2 θlept

eff sin2 θW χ̄2

(Measurement)
resbos NLO 0.2315 ± 0.0009 0.2233 ± 0.0008 21.1
powheg-box NLO 0.2314 ± 0.0009 0.2231 ± 0.0008 21.4
Tree LO 0.2316 ± 0.0008 0.2234 ± 0.0008 24.2
(CDF A4) 0.2328 ± 0.0011 0.2246 ± 0.0011 −
(LEP-1+SLD) 0.23152 ± 0.00016 − −

measurement of Afb and the template predictions of
Afb for various input values of sin2 θW . Both the ex-
perimental and prediction systematic uncertainties are
small compared to the the experimental statistical un-
certainty. The Afb templates from powheg-box EBA-
based NLO QCD calculations are used to the estimate
systematic uncertainties on the sin2 θW parameter from
various sources.

A. Measurement

The uncertainties considered are from the momentum
scale and from the background estimates. The uncer-
tainty from the backgrounds is the largest measurement
systemtatic uncertainty. The total measurement system-
atic uncertainty is ∆ sin2 θW = 0.00011.

The momentum scale of both the data and simulated
data are calibrated with the same technique to the same
target scale. The absolute scale of the target is included
in the measurement corrections. A combination of the
resolution unfolding and the event-weighting bias correc-
tion tracks and accomodates the state of the absolute
scale. However, a relative shift between the data and

simulated data momentum scales is not accounted. The
global muon momentum scale of the data is varied to
determine the relative shifts allowed by the Z-pole mass
peaks in the muon-pair mass distributions of the data and
the simulated data. The scale shift is well constrained
by the precision of the data in the 66–116 GeV/c2 mass
range (Fig. 3). The systematic uncertainty from the
momentum scale is ∆ sin2 θW = ±0.00005.

Overall, the fraction of the backgrounds from EWK
sources with their default integrated luminosity normal-
izations is 0.53%. In the low muon-pair mass region, the
level is ∼ 5%, and uncertainties of the default normal-
izations affect this region. The systematic uncertainty of
the background normalization is ∆ sin2 θW = ±0.00010.

B. Predictions

The QCD mass-factorization and renormalization
scales and uncertainties in the CT10 PDFs affects the
Afb templates. As the resbos calculation is chosen for
use as the default Afb templates, the associated uncer-
tainty is also included in the overall systematic uncer-
tainty. For the evaluation of the systematic uncertain-
ties, the simulation equivalent of the Afb measurement is
used in template scans.

Instead of calculating the series of Afb templates with
different input values of sin2 θW for each change of a QCD
parameter, a simpler method is used. The sin2 θW pa-
rameter is fixed to 0.2233 for all changes of QCD param-
eters. The predicted Afb for the mass bin M with default
QCD parameters is denoted by Āfb(M, def), and when
QCD parameter i is shifted, it is denoted by Āfb(M, i).
Each sin2 θW scan point template is offset with the dif-
ference

Afb(M) → Afb(M) + (Āfb(M, i) − Āfb(M, def)) .

The modified templates are then used in template scans
for the best-fit value of sin2 θW . As there are no correla-
tions of Afb values among the mass bins, the uncorrelated
χ2 statistical measure is used for comparisons with the
templates.

In all QCD calculations, the mass-factorization and
renormalization scales are both set to the muon-pair
mass. To evaluate the effects of different scales, the run-
ning scales are varied independently by a factor ranging
from 0.5 to 2 in the calculations. The largest observed
deviation of the best-fit value of sin2 θW from the default
value is the QCD-scale uncertainty. This uncertainty is
∆ sin2 θW (QCD scale) = ±0.00002.

The CT10 set of 26 eigenvector pairs of uncertainty
PDFs is used to evaluate the effects of PDF uncertain-
ties. From each pair, the largest deviation of their best-
fit values of sin2 θW from the standard PDF value is
used as the uncertainty for the pair. The rms spread
of the 26 eigenvector deviations is the PDF uncertainty,
∆ sin2 θW (PDF) = ±0.00009.



13

TABLE III. Summary of the systematic uncertainties on
the extraction of the weak mixing parameters sin2 θlept

eff and
sin2 θW .

Source sin2 θlept

eff sin2 θW

Momentum scale ±0.00005 ±0.00005
Backgrounds ±0.00010 ±0.00010
QCD scales ±0.00002 ±0.00002
CT10 PDFs ±0.00009 ±0.00009
EBA ±0.00010 ±0.00010

The resbos Afb templates are the default templates

for the extraction of sin2 θlept
eff . The scan with the

powheg-box or the tree templates yield slighty different
values for sin2 θW relative to the value from the resbos

scan. The difference, denoted as the EBA uncertainty, is
∆ sin2 θW (EBA) = ±0.00010.

In summary, the total systematic uncertainties from
the QCD mass-factorization and renormalization scales,
and from the CT10 PDFs is ±0.00009. All component
uncertainties are combined in quaduature. With the in-
clusion of the EBA uncertainty, the total prediction un-
certainty is ±0.00014.

X. RESULTS

The results for sin2 θlept
eff and sin2 θW (MW ) extracted

from the measurement of Afb are summarized below.

sin2 θlept
eff = 0.2315± 0.0009± 0.0002

sin2 θW = 0.2233± 0.0008± 0.0002

MW (Indirect) = 80.365± 0.043 ± 0.009 GeV/c2.

where the first contribution to the uncertainties are sta-
tistical and the second systematic. All systematic uncer-
tainties are included and combined in quadrature, and
the sources and amount of the these uncertainties are
summarized in Table III. The inferred result on sin2 θW

or MW is dependent on the standard model context spec-

ified in Appendix A, but the sin2 θlept
eff result is indepen-

dent because of its direct relationship with Afb.

The measurement of sin2 θlept
eff is compared with previ-

ous measurements from the Tevatron, LEP-1, and SLD.
The Tevatron measurements are the D0 [4] Afb measure-
ment based on 5 fb−1 of integrated luminosity, and the
CDF measurement derived from the A4 angular distribu-
tion coefficient [5] of ee-pairs from a sample of 2.1 fb−1 of
collisions. The LEP-1 and SLD measurements are from
measurements at the Z-pole [6]. Figure 14 shows the
comparisons. The total uncertainty of the CDF µµ 9 fb−1

measurement includes both the statistical and systematic
uncertainties, which are combined in quadrature.

The W -boson mass inference is compared in Fig. 15
with previous direct and indirect measurements from the
Tevatron, LEP-1, SLD, and LEP-2. The indirect mea-
surement from the Tevatron is based on the A4 angular

lept
effθ 2sin

0.226 0.228 0.23 0.232 0.2340

5.5

-1 9 fbµµCDF 
0.0009±0.2315CDF Run II Preliminary

-1CDF ee 2 fb
0.0011±0.2328

-1D0 ee 5 fb
0.0010±0.2309

LEP-1 and SLD: light quarks

0.0021±0.2320

LEP-1 and SLD: All Z pole
0.00016±0.23152

FIG. 14. Comparisons of experimental measurements of
sin2 θlept

eff : “All Z pole” represents the LEP-1 and SLD
standard-model analysis of Z-pole measurements and “light
quarks” represents the LEP-1 and SLD results from the light-
quark asymmetries; “D0 ee 5 fb−1” represents the D0 Afb(M)
analysis; “CDF ee 2 fb−1” represents the A4 analysis; and
“CDF µµ 9 fb−1” represents this analysis. The horizontal bars
represent total uncertainties. For the CDF measurements, the
inner uncertainty bars are the measurement uncertainties.

coefficient analysis [5]. The indirect measurement from
LEP-1 and SLD is from electroweak standard-model fits
to Z-pole measurements in combination with the top-
quark mass measurement, and the direct measurements
are from the Tevatron and LEP-2 [2]. The total uncer-
tainty of the CDF µµ 9 fb−1 inference includes both
the statistical and systematic uncertainties, which are
combined in quadrature. Both CDF analyses are indi-
rect measurements of MW , and they both use the same
standard-model context for MW .

XI. SUMMARY

The angular distribution of Drell-Yan letpon pairs
provides information on the electroweak-mixing param-
eter sin2 θW . The muon forward-backward asymmetry
in the polar-angle distribution cosϑ is governed by the
A4 cosϑ term, whose A4 coefficient is directly related

to the sin2 θlept
eff mixing parameter at the lepton ver-

tex, and indirectly to sin2 θW . The effective-leptonic

sin2 θlept
eff is derived from the measurement of the forward-

backward asymmetry Afb(M) based on a sample of muon
pairs that correspond to 9.2 fb−1 of integrated luminos-
ity from pp̄ collisions at a center-of-momentum energy of
1.96 TeV. Calculations of Afb(M) with different values
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)2W-boson Mass (GeV/c
80 80.1 80.2 80.3 80.4 80.5 80.6
0

4.5

-1 9 fbµµCDF 0.044±80.365
CDF Run II Preliminary

-1CDF ee 2 fb 0.055±80.297

)
t

LEP-1 and SLD (m 0.020±80.365

TeV and LEP-2 0.015±80.385
Direct Measurement

FIG. 15. Comparisons of experimental measurements of the
W -boson mass: “TeV and LEP-2” represents direct measure-
ments of the W -boson mass; “LEP-1 and SLD (mt)” repre-
sents the standard-model analysis of Z-pole measurements;
and “CDF ee 2 fb−1” represents the A4 analysis; and “CDF
µµ 9 fb−1” represents this analysis. The horizontal bars rep-
resent total uncertainties. For the CDF measurements, the
inner uncertainty bars are the measurement uncertainies.

of the electroweak-mixing parameter are compared with
the measurement to determine the value of the parameter
that best describes the measurement. The calculations
include both quantum chromodynamic and electroweak
radiative corrections. The best-fit values from the com-

parisons are summarized below.

sin2 θlept
eff = 0.2315± 0.0009,

sin2 θW = 0.2233± 0.0008, and

MW (indirect) = 80.365± 0.044 GeV/c2 .

Each uncertainty includes statistical and systematic con-
tributions. Both results are consistent with LEP-1 and
SLD Z-pole measurements. The value of sin2 θlept

eff are
also consistent with the previous Tevatron values..

Appendix A: ZFITTER

The input parameters to the zfitter radiative-
correction calculation are particle masses, the electro-
magnetic fine-structure constant αem, the Fermi constant
GF , the strong coupling at the Z mass αs(M

2
Z), and the

contribution of the light quarks to the “running” αem at

the Z mass ∆α
(5)
em(M2

Z) (dalh5). The scale-dependent

couplings are αs(M
2
Z) = 0.118 and ∆α

(5)
em(M2

Z) = 0.0275
[36]. The mass parameters are MZ = 91.1875 GeV/c2

[6], mt = 173.2 GeV/c2 (top quark) [37], and mH = 125
GeV/c2 (Higgs boson). Form factors and the Z-boson
total-decay width ΓZ , are calculated.

The renormalization scheme used by zfitter is the
on-shell scheme [10], where particle masses are on-shell,
and

sin2 θW = 1 − M2
W /M2

Z (A1)

holds to all orders of perturbation theory by definition.
If both GF and mH are specified, sin θW is not inde-
pendent, and is derived from standard-model constraints
that use radiative corrections. To vary the sin θW (MW )
parameter, the value of GF is changed by a small amount
prior to the calculation so that the derived MW range is
80.0–80.5 GeV/c2. The set of MW values corresponds
to a family of physics models with standard-model like
couplings where sin2 θW and the coupling (GF ) are de-
fined by the MW parameter. The Higgs-boson mass con-
straint mH = 125 GeV/c2 keeps the form factors within
the vicinity of standard-model fit values from LEP-1 and
SLD [6]. The primary purpose of zfitter is to provide
tables of form factors for each model. Additional imple-
mentation details are provided in [5].
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